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Abstract: Decoders are one of the most important circuits used in combinational logic. Different approaches have
been proposed for their design. In this paper, a 2:4 decoder & have used it to build a 3:8 decoder has been designed
to reduce power consumption, delay and quantum cost using reversible technology, which | n analyzed and
comparative study has been done in account of the power consumption, delay, quantum cos mory usage.

information. The proposed 2:4 & 3:8 Decoders using reversible technology gives better
parameters as compare to existing results. The decoder circuits are simulated using
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1. INTRODUCTION

Landauer [1] showed that the heat generated during computation is not d
loss of information. Wiping of each bit of information causes a kTIn2 al

of bits, but due to the
sipation where K is the
le. While this heat may be
negligible for a single wipe of information, in modern VLSI de where man are arranged in small region
and millions of instructions are processed per second, the i SS a‘consequently the heat generation is
formidable.

Bennett [2] later showed that this heat dissipatio
Bennett has led to an extensive research on rQrsm
in quantum computation, low power CMQS desi
Quantum networks are composed of qua erforming an elementary unitary operation on
one, two or more than two state quantum ts. Each qubit represents an elementary unit of
information corresponding to the classical bit v 1. Any unitary operation is reversible and hence quantum
arithmetic must be built from reversibl i
Quantum cost, delay and power consu
of gates is not a good measure o
reducing the gate count. Qua
is an important metric to b

reversible computation. This proof by
applications of reversible logic are seen

rtant cost metrics of reversible computing. Number
ates can be taken together to form a new gate, thus
ing Many qubits are extremely difficult to build. Hence quantum cost
uantum cost is the number of elementary quantum gates required to
NOT gate have quantum cost 0 while 2*2 gates viz. Controlled-V,
Controlled- V+ CNOT m cost 1 [4].

Design of combin | circuits have been ongoing for some time. Various proposals are given for the
design of adder ultiplexers [6], decoders etc. Recently a new reversible SG gate [7]. In this
paper, we have vel design of 2:4 decoder whose quantum cost is less than the previous design. A

decoders are
Section 6 conclu

ed, in section 5 compare analysis of proposed decoders with the previous design is given.
he paper.

2. BASIC REVERSIBLE GATES

Reversible gates are n*n logic gates where the input vectors | = I(i1; i2;:: :; ; in) are mapped to the output vectors O
= O(01; 02; : : :; on). The mapping is bijective, i.e., every input is mapped to an output and every output has a
unigque input mapped to it. Thus the outputs of reversible gates are permutations of the inputs. Fan-outs are not
allowed in reversible circuit since they violate one-to-one mapping. Some basic reversible gates are introduced in
this section.

2.1 NOT Gate

The simplest reversible gate is NOT gate. It is a 1*1 gate with quantum cost 0. NOT gate simply flips the input as
shown in Fig. 2.1.
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A N¥, P=A

Fig. 2.1 NOT Gate
2.2 Controlled-V and Controlled-V+ Gate

Controlled-V and Controlled-V+ gates are 2*2 reversible gates with quantum cost 1. In Controlled-V gate, if the
control signal A = 0, then the second input B passes unchanged.
Controlled-V and Controlled-V y have the following properties:

V*V =NOT

V*V+=V+*V=|

V+*V+=NOT

Hence Controlled-V is also called the square root of NOT gate. Quantum implementatio Va + arésshown in
Fig.2.2. —

A P=A A P=A

B—|V (—Q=If(A)then B =—Jv+{— Q=If (A) then
T V(B) else B — VHB)elseB

OWDV and Controlled-V+ Gate

ris | (A, B, C) and the output vector is O (P, Q, and R).

Fig. 2.2 Quantum Imp¥ément
2.3 MFRG Gate

Fig. 2.3 shows a 3*3 Modified fredkin gate. TheYagput

The output is defined by P=A, Q=AB’@ AC’ and 'C B. Quantum cost of a Modified fredkin gate is 4.
A P=A
B MFRG =AB’Z AC’
Gate Q=AB’O
C R=A’C & AB

Fig. 2.3 MFRG Gate
IGN OF DECODERS

In digital syst structions as well as numbers are conveyed by means of binary levels or pulse trains. A decoder
is a logic circuit that converts an N-bit binary input code into M output lines such that only one output line is
activated for each one of the possible combinations of inputs. The decoder identifies or recognizes or detects a
particular code. The N inputs can be a 0 or a 1, there are 2N possible input combinations or codes. For each of input
combination only one of the M outputs will be active (HIGH), all other outputs will remain inactive (LOW). Some
decoders are designed to produce active LOW output, while all the other outputs remain HIGH.

3.1 2:4 Decoder

A design of 2:4 decoder using 3 Modified Fredkin gates is shown below. If x and y are the inputs to the decoder,
then the four outputs will be xy, x’y, xy’ and x’y’. The number of garbage output in this architecture is 1 and the
number of constant inputs are 4. The existing 2:4 decoder was designed by the FRG reversible gates having quantum
cost 5. The author proposed the 2:4 decoder using MFRG gate with low quantum cost of 4. The following figure
shows the architecture of 2:4 decoder
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Fig. 3.1 Proposed 2:4 Reversible Decoder
3.2 3:8 Decoder

Henceforth, we shall call the 2:4 decoder as decoder block having two inputs a

the outputs x’y’z’; X’y’z; xy’z’; xy’z; X’yz’; X’yz; Xyz’; xyz. So every outp
multiplied twice, once with z0 and then with z.

3:8 decoder has
der needs to be

Z PR I
XYZ’
‘ 4
Q
0 \ MFRG X'\Z
X —>
v X'YZ'
Y —» DECODER
0 —] MFRG XY'7
: E Xy’z’
0 —| MFRG |_ iy
L X'Y'Z

Fig. 3.2 Proposed 3:8 Reversible Decoder
A better model will be to use Modified Fredkin gate for higher dimension. Each Modified Fredkin gate is capable of
performing two multiplications thus reducing the number of gates to 4 and garbage outputs to 1. The architecture is
shown in Fig. 3.2.

4. LAYOUT SIMULATION

In this section, performance analysis of decoder has been presented. Designs simulations are done using Xilinx ISE
14.4 tool. The figure 4.1 & 4.2 shows the RTL views of various decoders
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Fig. 42 RTL View of Proposed 3:8 Decoder

On-Chip Power - [Typical, 1V)

e Tot3i Power

o 51310 POWET

Yecint (V)

25 —
al 4 - -4 (-9
70 4 2 - ’
250 1
,_,"_- iyr
50 4
S40
304
20
1.0
e a 04
|::|: - P Y e Yy r -

0 &5
& - J

4

il

Junction Temperature [C)

Fig. 4.3 Power Consumption Graph of Existing 2:4 Decoder [15]
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Fig. 4.5 Comparative R\Itswr Consumption Graph for Proposed & Existing 2:4 Decoder [15]
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Fig. 4.6 Power Consumption Graph of Existing 3:8 Decoder [15]
pg. 617

WwWw.ijtrs.com
WwWWw.ijtrs.org
Paper Id: 1JTRS-V2-110-001 Volume 2 Issue X, November 2017
@2017, UTRS All Right Reserved



ISSN No.: 2454- 2024 (online)

13T RS
CUEEESETT O International Journal of Technical Research & Science
OnChip Power over Vecint - Typical, 65C) OnChip Power - (Typical, V) e
2 e S0 PR
AR 45
4.'3‘ 4” ‘/"\-
381 ‘.35 177 AT 17 10 kL 1% R
ES.E“ 230 -
& 374 825
s 2 |
81 39 15
3 10
331 :
o o= 14
i ' J Y , e e |
1% 0§75 1 1025 1% 10 % g a8 il = 1
Vecint (V) Junction Temperature (C)

Fig. 4.7 Power Consumption Graph qﬁroposedWer

85 1 ‘ Br /
1 K 55 o
= Frising Method = gising Mehod

wmPoocosed Nettod | | il Peooosed Metod

Power(W)
o

P ower(W)

/ yl L "

08 0.96 0%8 1 1.2 .04 1.05 10 2 £5 &) 50 &0 70 80 90 100
Veoni{V) Junction Temperature(C)
Fig. 4. tivmlts of Power Consumption Graph for Proposed & Existing 3:8 Decoder [15]

between the Vcc and Output power shows that the propose desigh consumes 4.14 Watt
esign consumes 8.70 Watt power. Simillarly the graph between the Junction Temperature

power.
In the fig. 4.8 the graph between the Vcc and Output power shows that the propose design consumes 3.84 Watt
power while the existing design consumes 5.88 Watt power. Simillarly the graph between the Junction Temperature
and Power shows that the propose design consumes 3.84 Watt power while the existing design consumes 5.88 Watt
power.

Hence it cam be concluded that the proposed 2:4 and 3:8 decoders consumes less power as compared to the existing
decoders.

5. IMPLEMENTATION & RESULTS

The table below gives the comparison of proposed work with the existing work in terms of quantum cost, power
consumption, and delay and memory usage. We have compared our results with existing results of decoders by
Ritajit Majumdar et al [15].
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Table-5.1. Comparison of Proposed Work with Existing Work
Parameters 2:4 Decoder 2:4 Decoder 3:8 Decoder 3:8 Decoder
Existing Result Proposed Result Existing Result Proposed Result
[15] [15]
Quantum Cost 15 12 35 28

Power Consumption 8.704 W 4.141'W 5.882 W 3.847W
Delay 5.362 ns 4.333 ns 5.607 ns 4.526 ns
Memory 250876 Kb 240300 Kb 250684 Kb 24864 Kb

35

LlLea

Existing 2:4 Decoder

[S2]

Proposed 2:4 Decoder Existing 3:8 Decoder Proposed 3:8 Decoder

M Quantum Cost

)
Fig. 5.1 Comparative A‘Iysis
The fig. 5.1 shows the comparative analysis gesu
usage for various designs. The comparative re
to existing designs in terms of quantum_cost, po

CONCLUSION

In this article, we have proposed a
in the number of Fredkin i

B Power Consumption Delay

-

ed & BXisting 2:4 & 3:8 Decoder [15]

cost, power consumption, and delay and memory
r proposed designs are more efficient as compared
tion, delay and memory usage.

n 0&4 decoder and have used it to build a 3:8 decoder. The increase
ly higher for increase in a single input. Though for n inputs, the
t of view of the number of outputs, the increase in gates is linear.
However, by using an
hence the quantu
each Fredkin g
obtained using p
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